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Abstract: Software reliability evaluation performance directly affects the workload of automatic 
software test data generation. Therefore, in view of the problem in the automatic generation and 
correction processing of software test data in the software test data automatic generation work, a 
kind of method for the automatic generation of software test data based on the integration of the 
structural equation model is put forward. This method takes the diversity of the software 
engineering into consideration, makes use of the structural equation model to automatically 
generate the software test data, and combines the exponential distribution correction time to 
complete the software test data correction process. Through the test of the two real fault data sets 
(Ohba and Wood), the proposed method is compared with the existing software reliability growth 
model (hereinafter referred to as SRGM for short). The results show that the model fitting effect 
with the integration of the structural equation model is the best, which demonstrates more superior 
software reliability evaluation performance and model adaptability. 

1. Introduction 
The automatic generation of software test data has attracted more and more attention in the field 

of software development at present [1]. As is known to all, software reliability directly affects the 
software development cost and software quality. The software reliability growth model (hereinafter 
referred to as SRGM for short) has provided the necessary information for a lot of software 
development work decision making, such as the cost analysis, the allocation of resources during the 
test, as well as the time of the decision release [2-3]. The software reliability growth model aims to 
explain the reaction caused by the failure during the process of the automatic generation of software 
test data [4-5]. Most of the existing software reliability growth models assume of the automatic 
generation of the software test data, such as the perfect debug troubleshooting and the direct fault 
correction, which is inaccurate in the practical work [6]. In the model put forward in this paper, more 
realistic assumption is set to apply the improved software reliability growth model [7]. 

In general, different generation patterns for the software test data may be obtained using different 
non-subtractive averaging functions [8]. The selection of the automatic test pattern generation for the 
software test data is based on the goodness of fit in the mode to the potential software fault data. 
SRGM is widely applied to the fault related behaviors of the software system, such as the SRGM 
for the exponential non-homogeneous poisson process (hereinafter referred to as NHPP for short), 
the SRGM combined with S type NHPP and so on. However, as the clear majority of the SRGMs 
are embedded with certain restrictive conditions or assumed conditions, the selection of the 
appropriate mode in accordance with the characteristics of the software engineering is usually 
challenging [9]. To choose a suitable model, the following two ways should be taken: First, a 
guideline is designed so that the fitting model for the software engineering can be put forward; 
secondly, the mode with the highest confidence level is selected after a few evaluations. If the 
software engineering is huge and complex, the decision-making process will generate huge costs [10]. 
To reduce such huge overhead, the method of the structural equation model can be used. The 
transformation method can be adopted for the structural equations, which can adapt to the fault 
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processing characteristics in accordance with the actual data. The results of the research show that 
the structural equation model can be used to automatically generate the software test data. 

The correction time is an important indicator of the software test data correction process in the 
automatic generation of the software test data. Most of the SRGMs in the early stage did not take 
the software test data correction time into consideration or considered that the correction time was a 
fixed value. Obviously, this is not practical. In this paper, the structural equation model is put 
forward to complete the automatic generation of the software test data. And the correction process 
of the software test data is completed in combination with the exponential distribution correction 
time. The comparison between the method put forward in this paper and the existing SRGMs is 
carried out through the experiment on two sets of real fault data (Ohba and Wood). The results show 
that the fitting effect of the model based on the integration of the structural equation model is the 
most superior, which has demonstrated better software reliability evaluation performance and model 
adaptability. 

2. Method for the Automatic Generation of Software Test Data 
The research on the automatic generation of the software test data based on the automatic 

generation and the correction process of the software test data is carried out. The method put 
forward in this paper is divided into two phases, that is, the software test data automatic generation 
process based on the structural equation model and the software test data correction process based 
on the index correction time. 

2.1. Process of the Automatic Generation of Software Test Data 
In order to achieve the automatic generation of the software test data that is practical, the 

following assumptions are made in this paper: 1) In case of the occurrence of fault, the source of the 
fault that leads to the result that the fault cannot be eliminated immediately; 2) The error correction 
is not complete. And once the fault is identified, it can be completely repaired at certain probability 
p for sure; 3) Due to different environmental factors, the automatic generation of the software test 
data and the use of the stage failure rate is not the same either; 4) The number of times for the 
detection of the failure in each software is independent. 

In the automatic generation mode of the software test data based on the NHPP, the cumulative 
number of faults N( t )  is used to define the non-homogeneous Poisson process (NHPP) through 
the rate function (also referred to as the intensity function) ( )tλ and the expected function of the 
number of the detected faults ( ) ( )m t   E t( N= , in which ( )m t  is obtained through the following 

 ( ) ( )
0

m t x dxλ= ∫         (1) 

Structural equations are made up of simple elements of parallel operation. These elements are 
activated by the biological nervous system. In fact, the structural equation is mainly determined by 
the association between the elements. We can train the structural equations executes the specific 
function through the adjustment of the associated values (weights) between elements. In normal 
situation, we make adjustment to or carry out training on the structural equations to achieve the 
result that a specific input can lead to a specific target output. The adjustment of the structural 
equation model is based on the comparison of the output with the target value until the output of the 
structural equation matches the target value. This is particularly typical in the supervised learning, 
and many of such types of input/target pairs are used to train the structural equations. In the 
applications of various fields, the structural equations are trained to perform the complex value 
function, including the pattern recognition, the identification, the classification, the view and the 
control system. 

The structural equations fall under the category of the learning mechanism, which can approach 
any nonlinear continuous function on the basis of the known data. Generally speaking, the structural 
equation is composed of the following three main components: 
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Structural equations: Each structural equation can receive a signal, carry out the processing, and 
finally generate an output signal. Figure 1 depicts a structural equation, in which f stands for the 
activation function for the processing of the input signal and the generation of the output; ix  stands 
for the output of the structural equation model in the upper layer; and iw  stands for the associated 
weight of the structural equation in the upper layer. 

  
Figure 1 Diagram on the structural equation model 

The architecture of the structural equation system is as the following: The most common type of 
the structural equation system architecture is the feedforward structural equation, as shown in 
Figure 2. This kind of system architecture is composed of three significant layers: an input layer, a 
hidden layer and an output layer. It is worth noting that the circle stands for the structural equations, 
and the connection of the cross-layer structural equation model is referred to as the associated 
weight. 

Learning algorithm: This algorithm describes the process of the adjustment to the weight. In the 
learning process, the weight of the structural equation is adjusted to reduce the structural equation 
output error compared to the standard answer. The back propagation algorithm is one of the most 
widely used. In the algorithm, the structural equation weight is repeatedly trained in accordance 
with the back propagation error of the output layer. 

The goal of the application of the structural equation model is to roughly estimate the nonlinear 
function that can receive the vector ( )1 2 nX   x , x , K , x=  and the output vector ( )1 2 mY   y , y , K , x .=   

 
Figure 2 Structure of the feedforward structural equation 
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i j j
j

c b x w
=

= +∑                (2) 

Hence, we define the structural equation as ( )Y   F  X=  . And the composition of Y  can be 
obtained by the following equation: 

 0

1
1

h

k k jk j
j

y g b w h ,k , m,
=

 
= + = 

 
∑       (3) 
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In the equation, 0
jkw stands for the output weight from the hidden layer node j to the output layer 

node k  ; jh  stands for the output of the hidden layer j  ; kb  stands for the deviation rate of the 
output node k ; g  stands for the activation function in the output layer. And the value in the 
hidden layer is obtained by the following equation: 

 1

1
1 2

n

j j ij i
i

h f b w x , j , , ,H ,
=

 = + = 
 

∑      (4) 

In the equation: 1
ijw stands for the input weight from the input layer node i to the hidden layer 

node j , ix  stands for the value of i in the input node, jb stands for the deviation rate of the node j 
in the hidden layer, and f stands for the activation function in the hidden layer. 

As the structural equation approximation function can be used as a nested function ( )( )f  g x  , it 
can be applied to the software reliability model. Since the latter is aimed to establish a kind of 
model that can explain the behavior of the software faults. In other words, if we obtain a compound 
function form from the ordinary SRGM, we can construct a model on the basis of the structural 
equation model for the software reliability. In this paper, the structural equation model is used. And 
the mean function of this model is obtained by the equation as the following: 

 ( )
1

'bt

am t
ke−

=
+

         (5) 

In the above equation, a, b and k are all positive real numbers. 
By replacing with k with ce−  , we can easily obtain the following compound function from the 

mean function: 

 ( ) ( )11
' bt cbt

a am t
eke − +−

= =
++

       (6) 

It is worth pointing out that the mean function ( )m t  is composed of the following functions 

 ( ) ( )g x b x c= +                (7) 

 
( )

1 x

af x
e−=

+                (8) 

 ( ) ( )k x a x=                  (9) 
Hence, the following can be obtained 

 ( ) ( )( )( ) ( )1 bt c

am t k f g t
e− +

= =
+

       (10) 

At this point, through the basic feedforward structural equation (as shown in Figure 2), the 
compound function is obtained from the perspective of the structural equations. However, as shown 
in Figure 3, the structural equation has only one structural equation in each layer. The input and the 
output of the hidden layer can be obtained by two equations as the following: 

 ( ) 1
11 1inh t w t b= +               (11) 

 ( ) ( )( )inh t f h t=            (12) 

x(t) h(t) y(t)
1
11w 0

11w

 

Figure 3 Feedforward structural equation with the single structural equation model in each layer 
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The equation ( )f  x  stands for the activation function in the hidden layer. Then the input and 
output of the output layer are as the following 

 ( ) ( )0
11 0iny t w h t b= +            (13)  

 ( ) ( )( )my t g y t=            (14) 
If we set the activation function as the following 

 ( ) 1
1 xf x

e−=
+

             (15) 

 ( )g x x=                (16) 
The deviation rate in the output layer is removed. And then the following result can be obtained: 

 ( ) ( ) ( )1
11 1

0
11

1
in w t b

wy t y t
e− +

= =
+

          (17) 

Therefore, we can establish the structural equation model from the logistic growth curve. 
The fault prediction steps on the basis of the structural equation model are as the following: 1) 

Through the definition of the deviation rate and the ubiquitous activation function, the structural 
equation model is constructed from the logistic growth curve and the model parameters are 
estimated; 2) Through the time interval data of the system and the cumulative number of faults, the 
back propagation algorithm is used to train the structural equations; 3) After the training of the 
structural equations, the test time feedback is sent to the structural equations, and the input is the 
number of faults predicted within the given time after the training of the structural equations. 

2.2. Software Test Data Correction Process 
Since the fault can only be excluded after the inspection, it is more appropriate to assume that the 

software test data calibration process is associated with the automatic software test data generation 
process. It is assumed that the software test data calibration process is the time delay software test 
data generation process. In the past, there have been many studies that put forward different models 
in different forms for the different time delays in these processes. In the literature[8], the software 
test data are generated automatically through the non-homogeneous Poisson process (NHPP) 
modeling. And there is constant time lag between the software test data correction and the automatic 
generation time of the software test data. We use ( )t∆ to stand for the delay time. This kind of delay 
can be modeled as either a deterministic or random variable, or it can be time dependent. The 
correction process for the software test data using the mean value function ( )cm t  modeling can be 
obtained from ( )m t  and ( )t∆ .It is assumed that every fault detected requires the same time to 
correct, that is to say, ( )t∆ = . Therefore, given the automatic generation rate ( )tλ of the software 
test data, the strength function of the software test data correction can be obtained in accordance 
with the following equation: 

 ( )
( )
( )c

t t
t

t t

λ
λ

λ

〈= 
− ≥



 

     (18) 

Therefore, the mean function of the fault correction process can be obtained in accordance with 
the following equation: 

 ( ) ( )cm t m t ,t= − ≥           (19) 

The time lag between the automatic generation of the software test data and the correction of the 
software test data can be related to time. When the more difficult the detected fault can be corrected, 
the longer the correction time will become longer. In this case, we assume that the time lag is the 
equation as the following: 
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 ( ) ( )1log t
t

α α β
α β

β
+ −

∆ = 〈       (20) 

In the equation: α and β stand for the parameters that need to be estimated. Therefore, the 
correction rate and the mean function can be obtained as the following 

 ( ) ( )c t t tλ λ= −           (21) 

 
( ) ( )( )

t

cm t x x dxλ= −∫




         (22) 
In normal situation, the deterministic correction time in practice is not realistic. And the software 

correction time is closely related to the uncertain factor of human beings. In addition, the faults 
detected during the system testing are not the same, and the display sequence is random. Therefore, 
it is more realistic to correct the time with the random variable modeling.  

As is known to all, the correction time probably follows an exponential distribution. Therefore, 
we assume that the correction time of each detected software test data is a random variable 
( ) ( )t exp µ∆ that follows the exponential distribution. Hence, the correction rate and the mean 

function can be obtained as the following respectively 

 ( ) ( ) ( )
0

x
c t E t t t x e dxµλ λ λ µ

∞
−= − = −   ∫    (23) 

 
( ) ( )

t

c cm t x dxλ= ∫
   (24) 

3. Case Validation 
In this section, we make use of two sets of real fault data sets, that is, the Ohba set and the Wood 

set, to carry out the statistical analysis and the model fitting analysis on the method put forward in 
this paper. The two sets of real data sets contain three types of data, that is, the test time, the test 
workload, as well as the number of detection faults, which is the classical instance of the software 
reliability model performance comparison test. Data record up to 20 weeks have been selected for 
both the fault data sets to carry out the reliability with the two kinds of NHPP SRGMs that are 
commonly used at present. 

In order to verify the automatic software test data generation and the correction model put 
forward in this paper, we first need to apply the maximum likelihood estimation method to estimate 
the parameters of the model. In the experiment of this paper, the structural equation derived from 
the structural equation model is applied. In the mean value function of the structural equation model, 
the maximum likelihood estimation is used to estimate the parameters a  , b  and c  of the 
equation (10), which are â ､ b̂ and ĉ , respectively. Similarly, the maximum likelihood estimation 
method is applied to the exponential distribution parameter of the software test data correction 
model (t) for the estimation. In Table 1, the estimated parameters of the fault and the correction 
model are set out. From the table, it can be seen that the structural equation software test data 
automatic generation model and the constant correction time software test data correction model 
have jointly provided the parameters that are most suitable for the data set in this paper. 

Table 1 Estimated Values of the Model Parameters 

Model Parameter Maximum Likelihood Estimation 

Distribution of the index 
â =1467.32 

b̂ =0.89 
ĉ =31.87 

( ) ( )t exp µ∆   µ̂ =0.12 
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Three kinds of commonly used evaluation criteria are selected to evaluate the results of the 
model fitting, which are as the following: the squared sum of the mean error, as shown in the 
equation (18); the correlation index of the regression curve equation, as shown in the equation (19); 
and the relative error diagram, as shown in the equation (20). 

 ( )
2

1

1 n
'

SE i i
i

M y y
n =

= −∑          (25) 

In the equation: iy  stands for the actual observed data, iy '  stands for the fitting value 
estimated by the same model. The smaller the numerical value of SE M  is, the better the fitting 
performance of the model is, that is, the better the reliability evaluation performance of the model 
is. 

 
( )

( )

2

1
2

1

1

n
'

i i
i

Sq n

i ave
i

y y
R

y y

=

=

−
= −

−

∑

∑
      (26) 

In the equation: avey  stands for the mean value of y i, the closer the value of R Sq  to 1 is, the 
better the reliability evaluation performance is. 

 ( )
'

i
E

i

y y
R i

y
−

=       (27) 

The closer the ER curve is to the x axis, the better the reliability evaluation performance is. 
Table 2 sets out the model fitting results for each model on the two sets of fault data sets. 

Table 2 Comparison of the Model Fitting Results for Different Models 

Model 
Ohba Wood 

SEM  SqR  SEM  SqR  
Logistic SRGM 114.03 0.989 21.45 0.978 

Exponential Weibull 
SRGM 112.31 0.990 13.22 0.985 

The method put 
forward in this paper 98.86 0.993 8.92 0.990 

From the fitting results on the Ohba dataset, it can be seen that compared to the other two 
SRGMs in the experiment, the fitting result of the method put forward in this paper is the best. The 
minimum value of SE M  is 98.86, and the value of SqR that is closest to 1 is 0.993. Figure 4 shows 
the comparison of the fitted values of the mean number of failures detected in these two models and 
the method put forward in this paper for the Ohba dataset. It can be seen that the overall fit between 
the fitting curve of the method put forward in this paper and the actual observed value curve is 
relatively high. Figure 5 shows the comparison of the ER curves of the three methods on each data 
point in the Ohba dataset. It is clear that the ER curve of the method put forward in this paper is 
closest to the x axis. 

From the fitting results on the Wood dataset, it can be seen that compared to the other two kinds 
of SRGMs in the experiment, the fitting effect of the method put forward in this paper is the best. 
The minimum value of M SE is 8.92, and the value closest to 1 is 0.990.  Figure 6 shows the 
comparison of the fitting values of the mean number of the defects detected in these two models and 
the method put forward in this paper for the Wood dataset. It can be seen that the fitting curve of the 
method put forward in this paper has relatively high overall fit to the curve of the actual observed 
value. Figure 7 shows the comparison of the ER  curves of the three methods on each data point in 
the Wood dataset. It is clear that the ER  curve of the method put forward in this paper is closest to 
the x axis. 
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Figure 4 Fitting Result of the Cumulative Number of Failures on the Ohba Data Set 

 
Figure 5 Results of ER on the Ohba Dataset 

 
Figure 6 Fitting Result of the Cumulative Number of Failures on the Wood Data Set 

 

Figure 7 Results of ER  on the Wood Dataset 
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The software reliability test method based on the structural equation model put forward in this 
paper has the optimal fitting effect on the two data sets, which is significantly superior to that of the 
comparison models. Therefore, it is demonstrated that the method put forward in this paper has very 
good effectiveness and applicability in the model evaluation performance. 

4. Conclusions 
In this paper, the problem of automatic generation of software test data is studied, and a kind of 

method for the automatic generation of software test data based on the integration of structural 
equation model is put forward. This method takes the diversity of the software engineering into 
consideration, makes use of the structural equation model to automatically generate software test 
data, and combines the exponential distribution correction time to complete the software test data 
correction process. The test of the actual software fault data shows that the performance based on 
the integration of the structural equation model is superior to that of the existing software reliability 
growth models. 
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